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#### Abstract

Entropic forces in models of Motzkin paths in a wedge geometry are considered as models of forces in polymers in confined geometries. A Motzkin path in the square lattice is a path from the origin to a point in the line $Y=X$ while it never visits sites below this line, and it is constrained to give unit length steps only in the north and east directions and steps of length $\sqrt{2}$ in the north-east direction. Motzkin path models may be generalized to ensembles of NE-oriented paths above the line $Y=r X$, where $r>0$ is an irrational number. These are paths giving east, north and north-east steps from the origin in the square lattice, and confined to the $r$-wedge formed by the $Y$-axis and the line $Y=r X$. The generating function $g_{r}$ of these paths is not known, but if $r>1$, then I determine its radius of convergence to be


$t_{r}=\min _{\frac{r-1}{r} \leqslant y \leqslant \frac{r}{r+1}}\left[y^{y}(1-r(1-y))^{1-r(1-y)}(r(1-y)-y)^{r(1-y)-y}\right]$,
and if $r \in(0,1)$, then $t_{r}=1 / 3$. The entropic force the path exerts on the line $Y=r X$ may be computed from this. An asymptotic expression for the force for large values of $r$ is given by

$$
F(r)=\frac{\log (2 r)}{r^{2}}-\frac{1+2 \log (2 r)}{2 r^{3}}+O\left(\frac{\log (2 r)}{r^{4}}\right)
$$

In terms of the vertex angle $\alpha$ of the $r$-wedge, the moment of the force about the origin has leading terms

$$
F(\alpha)=\log (2 / \alpha)-(\alpha / 2)(1+2 \log (2 / \alpha))+O\left(\alpha^{2} \log (2 / \alpha)\right)
$$

as $\alpha \rightarrow 0^{+}$and $F(\alpha)=0$ if $\alpha \in[\pi / 4, \pi / 2]$. Moreover, numerical integration of the force shows that the total work done by closing the wedge is $1.08507 \ldots$ lattice units. An alternative ensemble of NE-oriented paths may be defined by slightly changing the generating function $g_{r}$. In this model, it is possible to determine closed-form expressions for the limiting free energy and the force. The leading term in an asymptotic expansions for this force agrees with the
leading term in the asymptotic expansion of the above model, and the subleading term only differs by a factor of 2 .

PACS numbers: $05.50 .+\mathrm{q}, 02.10 . \mathrm{Ab}, 05.40 . \mathrm{Fb}, 82.35 .-\mathrm{x}$

## 1. Introduction

Models of lattice paths have been used for decades to study the physical properties of polymers in solution $[3,6,7]$. These models, which include the self-avoiding walk and a variety of directed lattice path and vesicle models, are now an integral part of standard statistical mechanics and combinatorics literature. The models pose challenging mathematical questions, involving techniques from analysis, combinatorics, statistical mechanics and asymptotic analysis, and so they remain the focus of intensive investigation.

The self-avoiding walk model remains unsolved, although significant progress has been made in the study of its scaling limits and other properties [6, 7, 9, 26]. Self-avoiding walks in confined geometries have also been studied [10, 11, 22-25], for a more recent reference see [8]. The connection between some of these models and conformal field theories has considerably advanced the understanding of the self-avoiding walk in wedge geometries, and there are predicted exact values for some critical exponents in the literature [5, 19].

Fully directed and partially directed path models of linear polymers are Markovian in nature and may be exactly solvable. In these models the scaling properties can be examined explicitly and inform us of the scaling of thermodynamic quantities of the self-avoiding walk or even of linear polymers in solution. There is a large literature devoted to directed path models, and much progress have been made solving for the generating functions and other properties of these models [1, 20, 21], see also [12] and the citations therein.

Directed and partially directed lattice path models of linear polymers in confined geometries have also been studied, and in figure 1 an example of a directed path confined to a wedge is illustrated. Brak et al [2] considered a directed path in a slit as a model of a polymer between two confining planes, see also [16] for simulations of a self-avoiding walk between confining planes. This model is a generalization of a model of a directed path adsorbing on a wall [1], and the polymer exerts a repulsive entropic force on the confining planes. This repulsive force is the essential ingredient in steric stabilization of colloid dispersions. A loss of entropy in adsorbed polymer chains as particles approach one another results in a repulsive force between the particles [17].

Self-avoiding walk models of polymers in wedge geometries have been considered in the literature [5, 19], and a model of generalized Dyck words studied in [4] corresponds to a model of directed paths in a wedge. Directed and partially directed paths in wedge geometries were also considered in [13, 14]. In these papers models of adsorbing directed and partially directed paths are examined and the location of the adsorption critical point is approximated.

Forces in a model of fully directed paths in a wedge (see figure 1) were examined in [15]. The path exerts an extropic force on the wedge, and the moment of this force about the origin is a function of the vertex angle $\alpha$ of the wedge. This moment has magnitude

$$
F_{\alpha}= \begin{cases}{\left[\frac{1+\cot ^{2} \alpha}{(1+\cot \alpha)^{2}}\right] \log \cot \alpha} & \text { if } \alpha \in[0, \pi / 4],  \tag{1}\\ 0 & \text { if } \alpha \in[\pi / 4, \pi / 2]\end{cases}
$$

and it vanishes at $\alpha=\pi / 4$; for larger angles the moment is identically zero. The entropic contribution of the path to the force is non-zero only for vertex angles smaller than $\pi / 4$.


Figure 1. A fully directed path in a wedge formed by the $Y$-axis and the line $Y=r X$, where $r>0$ is a real number. The path exerts a repulsive entropic force on the lines bounding the wedge-if the angle has a rational tangent. If the tangent is not rational, then the line never visits points in the line, but may come arbitrarily close. The magnitude of the force is given by equation (1).

In contrast, the free energy of a self-avoiding walk in a wedge does not contain a angledependent component in the scaling limit [10], and so there is no entropic component in the force. Thus, the interaction of the walk with the wedge boundaries does not contain an entropic component. A directed path in a wedge is also related to a model of a directed path in a slit [2], and an explicit expression for the repulsive entropic force between the confining lines of the slit has been determined in that model as well.

In this paper, I generalize the results in [15] to models of Motzkin paths in a wedge. Section 2 is a short overview of the generating function and properties of Motzkin paths. I introduce $N E$-oriented paths from the origin in the square lattice. These are paths which may step in the east (E) or north (N) directions in unit length steps, but which can also step in the north-east (NE) directions in a step of length $\sqrt{2}$. An NE-oriented path is illustrated in figure 2(a).

Motzkin paths are NE-oriented paths that may step only on vertices above or on the line $Y=X$ and with final vertex in the line $Y=X$. A Motzkin path is illustrated in figure 2(b). If $t$ is the generating variable of edges in Motzkin paths, and the generating function of Motzkin paths is $g_{1} \equiv g_{1}(t)$, then it is known that $g_{1}$ satisfies the recurrence

$$
\begin{equation*}
g_{1}=1+t g_{1}+t^{2} g_{1}^{2} \tag{2}
\end{equation*}
$$

Motzkin paths are briefly reviewed in section 2.
The definition of a Motzkin path may be broadened to include paths in more general wedges. Consider, for example, the pair of relative prime integers $(p, q)$. The $(q / p)$-wedge formed by the line $Y=(q / p) X$ and the $Y$-axis may contain an NE-oriented path with final vertex in the line $Y=(q / p) X$. Such a path is illustrated in figure $2(c)$ and it is a $(q / p)$ Motzkin path.

In the event that $p=1$ the $q$-wedge is formed by the line $Y=q X$ and the $Y$-axis. In this case, a model of NE-oriented paths in the $q$-wedge with final vertex in the line $Y=q X$ is obtained. These are $q$-Motzkin paths. In section 3, the results in section 2 are generalized to a $q$-Motzkin paths. I show that the generating function $g_{q} \equiv g_{q}(t)$ of the $q$-Motzkin paths satisfy the polynomial

$$
\begin{equation*}
t^{q+1} g_{q}^{q+1}+t^{q} g_{q}^{q}-g_{q}+1=0 \tag{3}
\end{equation*}
$$



Figure 2. (a) An NE-oriented path. The path takes steps in the north, east and north-east directions only. The length of an NE-oriented path is the number of steps it gives; in this example the length of the path is 14 . Observe that steps in the north and east directions have length 1 , but that a step in the north-east direction has length $\sqrt{2}$. (b) A Motzkin path. The path is an NE-oriented path constrained to start at the origin, to avoid vertices below the line $Y=X$, and to end in a vertex in the line $Y=X$. The length of this Motzkin path is 16. (c) A $(q / p)$-Motkzin path in the $(q / p)$-wedge defined by the line $Y=(q / p) X$ and the $Y$-axis. If $p=1$, then a $q$-Motzkin path is obtained. (d) An $r$-Motzkin path in the $r$-wedge defined by the line $Y=r X$ and the $Y$-axis. Since $r>0$ is irrational, the path cannot visit vertices in the line $Y=r X$ and its endpoint is not in this line as well.

The generating function of 2-Motzkin paths satisfies a cubic and is determined completely in this section. I also show that $g_{q}$ is finite for integer $q$ at $t=t_{q}$ (thus, at its radius of convergence) and that $g_{q}\left(t_{q}\right)=g^{*}$ satisfies the polynomial

$$
\begin{equation*}
\left((q-1) g^{*}-q\right)^{q}+\left(1+q\left(1-g^{*}\right)\right)^{q+1}=0 . \tag{4}
\end{equation*}
$$

I also determine an asymptotic expansion for $g^{*}$, so that

$$
\begin{equation*}
g^{*}=g_{q}\left(t_{q}\right) \approx 2-\sqrt{1-2 / q} . \tag{5}
\end{equation*}
$$

Numerical comparisons show that this approximation is very accurate, even for small values of $q$.

Lastly, one may further extend the definition of Motzkin paths to NE-oriented paths confined in an arbitrary wedge. Let $r>0$ be an irrational number and consider the $r$-wedge defined by the $Y$-axis and the line $Y=r X$. An $r$-Motzkin path is an NE-oriented path from the origin confined to the $r$-wedge. Observe that for irrational $r$ the endpoint of the path cannot be in the line $Y=r X$, but is somewhere else in the $r$-wedge. The generating function $g_{r} \equiv g_{r}(t)$ of $r$-Motzkin paths is defined by

$$
\begin{equation*}
g_{r}=\sum_{n \geqslant 0} c_{n}(r) t^{n}, \tag{6}
\end{equation*}
$$

where $c_{n}(r)$ is the number of NE-oriented paths of length $n$ steps and confined to the $r$-wedge (these are $r$-Motzkin paths). Observe that if $r=q / p$ is rational, then one may consider $g_{q / p}$
as the generating function of $(q / p)$-Motzkin paths with final vertex in the line $Y=(q / p) X$. An $r$-Motzkin path is illustrated in figure 2(d).

In section 4, I prove that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left[c_{n}(r)\right]^{1 / n}=\left[\inf _{p_{x}, p_{y}} p_{x}^{p_{x}} p_{y}^{p_{y}}\left(1-p_{x}-p_{y}\right)^{1-p_{x}-p_{y}}\right]^{-1} \tag{7}
\end{equation*}
$$

where the infimum is taken subject to $0 \leqslant p_{x}+p_{y} \leqslant 1$ and $\left(1-p_{x}\right)=r\left(1-p_{y}\right)$. This result implies that the radius of convergence of $g_{r}(t)$ is given by

$$
t_{r}= \begin{cases}\frac{1}{3}, & \text { if } \quad r \in[0,1],  \tag{8}\\ \inf _{p_{x}, p_{y}}\left[p_{x}^{p_{x}} p_{y}^{p_{y}}\left(1-p_{x}-p_{y}\right)^{1-p_{x}-p_{y}}\right], & \text { if } \quad r \in(1, \infty),\end{cases}
$$

where the infimum is taken subject to $0 \leqslant p_{x}+p_{y} \leqslant 1$ and $\left(1-p_{x}\right)=r\left(1-p_{y}\right)$. Since this is an infimum over a compact domain, it can be replaced by a minimum, and this proves the claim in the abstract.

The results in section 4 make it possible to compute asymptotic approximations to the forces of the $r$-Motzkin path on the $r$-wedge. This is done in section 5, and the force along the line $X=1$ has magnitude

$$
\begin{equation*}
F(r)=\frac{\log (2 r)}{r^{2}}-\frac{1+2 \log (2 r)}{2 r^{3}}+O\left(\frac{\log (2 r)}{r^{4}}\right) \tag{9}
\end{equation*}
$$

and it works against the closing of the wedge. Numerical solutions of the model show that this expression becomes very accurate for $r>10$. The moment of this force about the origin has asymptotic approximation

$$
\begin{equation*}
F(\alpha)=\log (2 / \alpha)-(\alpha / 2)(1+2 \log (2 / \alpha))+O\left(\alpha^{2} \log (2 / \alpha)\right) \tag{10}
\end{equation*}
$$

Observe that the logarithm diverges as $\alpha \rightarrow 0^{+}$. For fully directed paths the similar expression $F_{\alpha}=-\log \alpha+2 \alpha \log \alpha+\cdots$ was obtained in [15], and this shows the same logarithmic divergence as the wedge angle approaches zero. The total work done by closing the $r$-wedge from an angle larger than $\pi / 4$ may also be determined by integrating the force. In this model, this amount is $1.08507 \ldots$ lattice units of work. In contrast, closing a wedge on a self-avoiding walk would require no work [10].

It is not possible to solve explicitly for the radius of convergence of $g_{r}$. Thus, explicit solutions for the forces in this model remain unknown, but I have been able to determine asymptotic expansions approximating these well in the large $r$-limit. An alternative model may be defined by counting NE-oriented paths by their span: an NE-oriented path from the origin to the vertex ( $X, Y$ ) will have span $X+Y$, but length (number of steps) at most $X+Y$ and at least $|X-Y|+\min \{X, Y\}$. Let $m_{r}(n)$ be the number of NE-oriented paths of span $n$ in the $r$-wedge defined by the $Y$-axis and the line $Y=r X$. Consider the generating function

$$
\begin{equation*}
h_{r}=\sum_{n \geqslant 0} m_{r}(n) t^{n} . \tag{11}
\end{equation*}
$$

In the first model, edges were generated by $t$ in the generating function $g_{r}$. In this model, $t$ is the generating variable for span in $h_{r}$. One may interpret $t$ as a length or step-generating variable by noting that N - and E-edges would be weighted by $t$ each in this ensemble, but diagonal edges or NE-step would be weighted by $t^{2}$.

In section 6, the model defined by $h_{r}$ is examined. I determine an explicit expression for the radius of convergence of $h_{r}$. The result is that the entropic force acting on the wedge can be determined in closed form. While these expressions are lengthy, it is possible to determine


Figure 3. Each Motzkin path is either (1) the empty path or (2) first steps in the NE-direction and then continues as an arbitrary Motzkin path or (3) first steps in the N -direction and returns for a first time to the line $Y=X$ at the vertex $v$, thereafter it continues as an arbitrary Motzkin path. The line $Y=X$ is oriented horizontally in this schematic figure.
asymptotic expansions for the free energy and the forces. The magnitude of the force along the line $X=1$ has asymptotic approximation in $r$ given by

$$
\begin{equation*}
F(r)=\frac{\log (2 r)}{r^{2}}-\frac{1+2 \log (2 r)}{r^{3}}+O\left(\frac{\log (2 r)}{r^{4}}\right) \tag{12}
\end{equation*}
$$

This expression differs from equation (9) by a factor of 2 in the denominator of the subleading term. The moment of the force about the origin is similarly given in terms of the vertex angle $\alpha$ of the $r$-wedge by

$$
\begin{equation*}
F(\alpha)=\log (2 / \alpha)-\alpha(1+2 \log (2 / \alpha))+O\left(\alpha^{2} \log (2 / \alpha)\right) \tag{13}
\end{equation*}
$$

The total work done by closing the $r$-wedge from an angle larger than $\pi / 4$ in this model may be calculated to be $0.8813735 \ldots$ lattice units of work.

The paper is concluded by a few final comments and observations in section 7 .

## 2. Motkzin paths in a wedge

The number of NE-oriented paths with $n$ east steps, $m$ north steps and $s$ NE-steps is the trinomial coefficient (these are multinomial coefficients $C\left(n, n_{1}, n_{2}, \ldots, n_{k}\right)$ with $k=3$ )

$$
\begin{equation*}
\binom{n+m+s}{n, m, s}=\frac{(n+m+s)!}{n!m!s!} \tag{14}
\end{equation*}
$$

Observe that such paths have length $n+m+s$ (measured as the number of edges in the path) and that these paths terminate in the vertex with coordinates $(n+s, m+s)$ if it starts from the origin.

The number of Motzkin paths can be determined by using a generating function technique. Suppose that $t$ is the edge-generating variable of Motzkin paths and that $g_{1} \equiv g_{1}(t)$ is the generating function of Motzkin paths. $g_{1}$ can be determined by noting that each Motzkin path is (1) either the empty path consisting of one vertex at the origin or (2) gives a first step in the NE-direction, and then continues as an arbitrary Motzkin path or (3) it steps in the N -direction first and then returns for a first time to the line $Y=X$ at a vertex $v$, thereafter it continues as an arbitrary Motzkin path. These classes are illustrated in figure 3.

The classification of Motzkin paths in figure 3 gives a recurrence for the generating function $g_{1}$ as follows: the empty path is generated by 1 . Paths with first step in the NEdirection are generated by $t g_{1}$; the extra factor of $t$ accounts for the first step, and $g_{1}$ accounts for any arbitrary Motzkin path following this step. Lastly, paths which steps first in the N -direction and then return for a first time to the line $Y=X$ at a vertex $v$ are analysed as follows: first a factor of $t$ for the first N -step. The path then continues as an arbitrary Motzkin path above the line $Y=X+1$; this is generated by $g_{1}$. Finally, the path steps in an E-step into the line $Y=X$ at vertex $v$, this step is generated by $t$. Thereafter it continues as an arbitrary Motzkin path above the line $Y=X$ (generated by $g_{1}$ ). Taking together all these factors shows that these paths are generated by $t^{2} g_{1}^{2}$.


Figure 4. A primitive Motzkin path steps first in the N -direction and then continues as an arbitrary Motzkin path above the line $Y=X+1$ before it finally steps in the E-direction to terminate in the line $Y=X$. These paths visit the line $Y=X$ only in its terminal (first and last) vertices. It returns for a first time to the line $Y=X$ at $v$, its final vertex. Since the first and last steps are generated by $t$ and the path is an arbitrary Motzkin path above the line $Y=X+1$ from its second step until its second last step, primitive paths are generated by $t^{2} g_{1}$.

These arguments are simplified if the notion of a primitive Motzkin path is introduced. A Motzkin path is primitive or is an excursion if it does not visit the line $Y=X$, except in its first and last vertices. A primitive Motzkin path is schematically illustrated in figure 4. A primitive Motzkin path consists of an N -step, followed by an arbitrary Motzkin path above the line $Y=X+1$ and then by an E-step. Since arbitrary Motzkin paths are generated by $g_{1}$, it follows that primitive Motzkin paths are generated by $t^{2} g_{1}$. Thus, the third class of paths in figure 3 is composed of a primitive Motzkin path followed by an arbitrary Motzkin path at the vertex $v$.

These ideas make it possible to write a functional recurrence for Motzkin paths. From figure 3 it follows that every Motzkin path is either the empty path or is a north-east step followed by an arbitrary Motzkin path or is composed of a primitive Motzkin path followed by an arbitrary Motzkin path. In other words, $g_{1}$ satisfies the recurrence $g_{1}=1+t g_{1}+t^{2} g_{1}^{2}$ in equation (2). By finding the roots of this polynomial, it follows that the solution for $g_{1}$ is the algebraic function

$$
\begin{equation*}
g_{1}=\frac{1-t-\sqrt{1-2 t-3 t^{2}}}{2 t^{2}} \tag{15}
\end{equation*}
$$

This root was selected because its expansion as a power series in $t$ gives terms with non-negative coefficients.

The radius of convergence of $g_{1}$ can be determined by examining the radical in equation (15). Since $1-2 t-3 t^{2}=(1-3 t)(1+t)$, it follows that $t_{1}=1 / 3$ is the radius of convergence of $g_{1}(t)$ and we also note that $g_{1}\left(t_{1}\right)=3$.

## 3. $q$-Motzkin paths

A $q$-Motzkin path is primitive if it is disjoint with vertices in the line $Y=q X$, except for its first and last vertices. The path in figure $5(a)$ is primitive. Let $g_{q}$ be the generating function of $q$-Motzkin paths. Then $g_{1}$ is given by equation (15).

The generating function of primitive $q$-Motzkin paths can be determined by noting that there are two classes of such paths: every primitive $q$-Motzkin path steps into its last vertex either in an edge which is oriented east or steps into its last vertex in an edge which is diagonally oriented in the north-east direction (see figure 6).

Consider these two classes of primitive $q$-Motzkin paths separately. In the first class, the last edge is oriented horizontally. Each primitive $q$-Motzkin path in this class starts at the origin and steps north to the vertex $(0,1)$. It then continues as an arbitrary $q$-Motzkin path (generated by $g_{q}$ ) on or above the line $Y=q X+1$ until it finds its last vertex in this line. It then must step north to a vertex in the line $Y=q X+2$ and it then continues as an arbitrary


Figure 5. $q$-Motzkin paths in $q$-wedges: (a) if $q$ is a positive integer then a $q$-Motzkin path is an NE-oriented path from the origin in the $q$-wedge formed by the $Y$-axis and the line $Y=q X$, terminating in a vertex $v$ in the line $Y=q X$. The coordinates of $v$ is of the form $(n, n q)$, where $n \geqslant 0$ is an integer. (b) If $r$ is an irrational number then the $r$-Motzkin path is an NE-oriented path from the origin in the $r$-wedge formed by the $Y$-axis and the line $Y=r X$. An $r$-Motzkin path will never intersect the line $Y=r X$ if $r$ is irrational, but will approach it arbitrarily closely.


Figure 6. There are two classes of primitive $q$-Motzkin paths. These can be generated by considering the two shortest $q$-Motzkin paths ending in the vertex $v$ with coordinates $(1, q)$ (in this diagram, $q=5$ ). (a) The first class of primitive $q$-Motzkin paths is generated from the shortest $q$-Motzkin path that steps in an east step into its terminal vertex $v$. Primitive $q$-Motzkin paths in this class are now generated by first stepping north from the origin. The path may then continue as an arbitrary $q$-Motzkin path above the line $Y=q X+1$, until it visits a last vertex in this line. Thereafter it must step north again to a vertex in the line $Y=q X+2$. It may then continue as an arbitrary $q$-Motzkin path above the line $Y=q X+2$, until it finds its last vertex in this line. It then steps north to the line $Y=q X+3$ and continues from there. Finally, it finds its last vertex in the line $Y=q X+q$ from where it steps horizontally to its terminal vertex $v$ in the line $Y=q X$. This process can be implemented by replacing each vertex marked by a $\bullet$ above by the generating function $g_{q}$ of $q$-Motzkin paths. (b) The second class of primitive $q$-Motzkin paths is generated from the shortest $q$-Motzkin path that steps in a north-east step into its terminal vertex $v$. The argument then continues as in $(a)$, except that the path steps to its terminal vertex $v$ in a north-east step from a last visit in the line $Y=q X+q-1$.
$q$-Motzkin path until its last visit to this line. Thereafter it steps north again, and at the $m$ th step it is an arbitrary $q$-Motzkin path above the line $Y=q X+m$, where $1 \leqslant m \leqslant q-1$. Finally, it visits the line $Y=q X+q-1$ a last time and it steps north to continue as an arbitrary $q$-Motzkin path above the line $Y=q X+q$. It visits this line in a final vertex, and then it must
step horizontally into the line $Y=q X$ and terminates, since it is primitive. Since $m$ can take $q-1$ values, and there is one final arbitrary $q$-Motzkin path above the line $Y=q X+q$, it follows that primitive $q$-Motzkin paths in the first class are generated by $t^{q+1} g_{q}^{q}$. One can also find this by replacing each bullet in figure 6 by a $g_{q}$.

The second class of primitive $q$-Motzkin paths can be generated in the same way as above, visiting the lines $Y=q X+m$ for $m=1,2, \ldots, q-1$ a last time in each case. Finally, when $m=q-1$, these paths step diagonally north-east (instead of north) into the line $Y=q X$ to terminate, since they are primitive. Accounting in this case shows that primitive $q$-Motzkin paths in this class are generated by $t^{q} g_{q}^{q-1}$. One may also show this by replacing each bullet in figure 6 by a $g_{q}$.

Thus, primitive $q$-Motzkin paths are generated by $t^{q+1} g_{q}^{q}+t^{q} g_{q}^{q-1}$. To find the recurrence for $g_{q}$, observe that each $q$-Motzkin path is either a single vertex or is a primitive $q$-Motzkin path followed by an arbitrary $q$-Motzkin path. In other words,

$$
\begin{equation*}
g_{q}=1+\left(t^{q+1} g_{q}^{q}+t^{q} g_{q}^{q-1}\right) g_{q}=1+t^{q} g_{q}^{q}+t^{q+1} g_{q}^{q+1} \tag{16}
\end{equation*}
$$

This is valid if $q \geqslant 1$ and $q$ is an integer. This recurrence is a polynomial in $g_{q}$ and its roots can be determined for small values of $q$. Putting $q=1$ gives the recurrence in equation (2) for the generating function of Motzkin paths. Putting $q=2$ gives 2-Motzkin paths. A full solution for this model is given next.

### 3.1. 2-Motzkin paths

Put $q=2$ in equation (16), then the generating function of 2-Motzkin paths satisfies the cubic polynomial

$$
\begin{equation*}
t^{3} g_{2}^{3}+t^{2} g_{2}^{2}-g_{2}+1=0 \tag{17}
\end{equation*}
$$

One may solve explicitly for $g_{2}$; and by selecting the appropriate root,

$$
\begin{align*}
g_{2}(t)= & -\frac{1}{3 t}-\frac{1+\sqrt{-3}}{12 t^{2}}\left(t^{2}\left[12 \sqrt{-3} \sqrt{\left(4+t-18 t^{2}-31 t^{3}\right) / t}-36-116 t\right]\right)^{1 / 3} \\
& -\frac{(1-\sqrt{-3})(3+t)}{3 t^{2}}\left(t^{2}\left[12 \sqrt{-3} \sqrt{\left(4+t-18 t^{2}-31 t^{3}\right) / t}-36-116 t\right]\right)^{-1 / 3} \tag{18}
\end{align*}
$$

The radius of convergence $t_{2}$ of $g_{2}$ can be determined by locating the branch points in the above; these are due to the square root and cube root factors above, and one may show that
$t_{2}=\frac{(43551+4836 \sqrt{78})^{1 / 3}}{93}+\frac{139}{31(43551+4836 \sqrt{78})^{1 / 3}}-\frac{6}{31} \approx 0.3830363 \ldots$.
The radius of convergence of $g_{2}$ may be determined without solving explicitly for it. In particular, the real solutions of equation (17) are given by the intersections of the curves $Y=g-1$ and $Y=t^{2} g^{2}+t^{3} g^{3}$ in the $g Y$-plane, for any fixed value of $t$. I illustrate this in figure 7.

In figure 7 , the value of the critical point $t_{2}$ is determined by examining intersections of $Y=g-1$ and the curve $Y=t^{2} g^{2}+t^{3} g^{3}$, which is convex for positive $g$. There are at most two non-negative real solutions $g_{+}$and $g_{-}$. Increasing $t$ moves these solutions closer to one another, and at a critical value $t_{2}$ there is only one solution $g_{2}^{*}=g_{2}\left(t_{2}\right)=g_{+}=g_{-}$. For larger $t$, the solutions branch off into complex space and there are no real positive solutions. Thus, $t_{2}$ is the radius of convergence of $g_{2}$ and $g_{2}\left(t_{2}\right)=g^{*}$ is the value of the generating function at its critical value.


Figure 7. The radius of convergence $t_{2}$ of $g_{2}(t)$ can be determined by arguing as in this figure. Put $q=2$ and observe that real solutions of $t^{3} g_{2}^{3}+t^{2} g_{2}^{2}-g_{2}+1=0$ may be determined by considering the intersections of the line $Y=g-1$ with the curve $Y=t^{2} g^{2}+t^{3} g^{3}$ in the $g Y$-plane. If $t<t_{2}$ then the situation is as in (a): there are two real and non-negative solutions and $g_{2}(t)$ is given by the smaller real root (indicated by $g_{-}$). Increasing $t$ to a value larger than $t_{2}$ will remove the intersections between the two curves and there are then no non-negative real values of $g$ where the curves intersect. At the critical point $t=t_{2}$ the situation is illustrated in $(b)$. There is one real solution for non-negative $t$ at $g=g_{2}^{*}=g_{2}\left(t_{2}\right)$. As $t \nearrow t_{2}^{-}$, the two roots $g_{2}^{ \pm}$in (a) coalesce at $g=g_{2}^{*}$ and then they branch off into complex space for $t>t_{2}$.

To determine $t_{2}$ and $g^{*}$, observe that when $t=t_{2}$, then the line $Y=g-1$ is tangent to the curve $Y=t^{2} g^{2}+t^{3} g^{3}$, and moreover it passes through the point $\left(t_{2}, g^{*}\right)$. The tangent is

$$
\begin{equation*}
Y=\left(2 t_{2}^{2} g^{*}+3 t_{2}^{3}\left(g^{*}\right)^{2}\right) g-t_{2}^{2}\left(g^{*}\right)^{2}-2 t_{2}^{3}\left(g^{*}\right)^{3}, \tag{20}
\end{equation*}
$$

and this is the same as $Y=g-1$ when $t=t_{2}$ critical point. In other words, by comparing the coefficient of $g$ and the constant term, it follows that $t_{2}$ and $g^{*}$ are the solutions of

$$
\begin{equation*}
2 t_{2}^{2} g^{*}+3 t_{2}^{3}\left(g^{*}\right)^{2}=1 \quad t_{2}^{2}\left(g^{*}\right)^{2}+2 t_{2}^{3}\left(g^{*}\right)^{3}=1 \tag{21}
\end{equation*}
$$

Solving these gives

$$
\begin{align*}
& t_{2}=\frac{(43551+4836 \sqrt{78})^{1 / 3}}{93}+\frac{139}{31(43551+4836 \sqrt{78})^{1 / 3}}-\frac{6}{31} \\
& g_{2}\left(t_{2}\right)=g^{*}= \frac{37}{24}+\left(\frac{49}{3336}-\frac{5 \sqrt{78}}{2502}\right)(43551+4836 \sqrt{78})^{1 / 3} \\
&+\left(\frac{913}{1391112}-\frac{16 \sqrt{78}}{173889}\right)(43551+4836 \sqrt{78})^{2 / 3} \tag{22}
\end{align*}
$$

Evaluating $t_{2}$ and $g_{2}\left(t_{2}\right)$ gives $t_{2}=0.3830363 \ldots$ and $g_{2}\left(t_{2}\right)=1.7160204 \ldots$. By eliminating $t_{2}$ in the pair of equations (21), one may show that $g^{*}=g_{2}\left(t_{2}\right)$ satisfies the polynomial

$$
\begin{equation*}
8\left[g^{*}\right]^{3}-37\left[g^{*}\right]^{2}+58\left[g^{*}\right]-31=0 \tag{23}
\end{equation*}
$$

with real root given by equation (22).

## 3.2. q-Motzkin paths

The above results can be generalized to $q$-Motzkin paths in a $q$-wedge. The generating function $g_{q}$ satisfies the polynomial in equation (16). Generally, the roots of this polynomial cannot be determined explicitly. However, the radius of convergence $t_{q}$ and the value of $g_{q}(t)$ at $t=t_{q}$ may be determined by using the arguments in figure 7. By determining the tangent to the
curve $Y=t^{q+1} g^{q+1}+t^{q} g^{q}$ at $t=t_{q}$ and comparing it to the line $Y=g-1$, the result is that one can solve for the critical point $t_{q}$ and for $g^{*}=g_{q}\left(t_{q}\right)$ simultaneously from the set of equations

$$
\begin{equation*}
t_{q}^{q}\left(g^{*}\right)^{q-1}\left((q+1) t_{q} g^{*}+q\right)=1 \quad t_{q}^{q}\left(g^{*}\right)^{q}\left(q t_{q} g^{*}+(q-1)\right)=1 \tag{24}
\end{equation*}
$$

Eliminating $t_{q}$ in this set of equations shows that $g^{*}=g_{q}\left(t_{q}\right)$ satisfies the polynomial

$$
\begin{equation*}
\left((q-1) g^{*}-q\right)^{q}+\left(1+q\left(1-g^{*}\right)\right)^{q+1}=0 \tag{25}
\end{equation*}
$$

and this reproduces equation (23) when $q=2$.
It is possible to determine an asymptotic expression in $q$ for $g_{q}\left(t_{q}\right)$ from equation (25). Suppose that

$$
\begin{equation*}
g^{*}=g_{q}\left(t_{q}\right)=1+U / q \tag{26}
\end{equation*}
$$

and substitute this into equation (25). After simplification one obtains

$$
\begin{equation*}
U=\frac{q}{q-1}\left(1+(1-U)(1-U)^{1 / q}\right) \tag{27}
\end{equation*}
$$

Assume next that $q$ is large and that $(1-U)^{1 / q} \approx(1-U / q)$. Substituting this into the above and solving for $U$ in the resulting quadratic shows that

$$
\begin{equation*}
U \approx q(1-\sqrt{1-2 / q})=1+1 / 2 q+O\left(1 / q^{2}\right) \tag{28}
\end{equation*}
$$

In other words, $U \rightarrow 1^{+}$as $q \rightarrow \infty$, and the assumption that $g^{*}=1+U / q$ above is valid. This shows that

$$
\begin{equation*}
g^{*}=g_{q}\left(t_{q}\right) \approx 2-\sqrt{1-2 / q} \tag{29}
\end{equation*}
$$

This expression is quite accurate for larger values of $q$. For example, numerical solutions of equations (24) give $g_{5}\left(t_{5}\right)=1.227193408 \ldots, g_{10}\left(t_{10}\right)=1.106041244 \ldots$ and $g_{100}\left(t_{100}\right)=$ $1.010051581 \ldots$, while this approximation shows that $g_{5}\left(t_{5}\right) \approx 1.225403331 \ldots, g_{10}\left(t_{10}\right) \approx$ $1.105572809 \ldots$ and $g_{100}\left(t_{100}\right) \approx 1.010050506 \ldots$.

## 4. $r$-Motzkin paths

Fix $q / p$ a non-negative rational number, and let $(p, q)$ be a pair of relative prime and nonnegative integers. Assume that $q \geqslant p$ and fix $N$, a (large) positive integer.

Let $p_{x} \in[0,1]$ and $p_{y} \in[0,1]$ be fixed such that $0 \leqslant p_{x}+p_{y} \leqslant 1$. Consider NE-oriented paths of length $N$ with $\left\lfloor p_{x} N\right\rfloor$ horizontal edges and $\left\lfloor p_{y} N\right\rfloor$ vertical edges. These paths will have $N-\left\lfloor p_{x} N\right\rfloor-\left\lfloor p_{y} N\right\rfloor$ diagonal edges. The number of these paths of length $N$ steps is given by the trinomial coefficient

$$
\begin{equation*}
c_{N}\left(p_{x}, p_{y}\right)=\binom{N}{\left\lfloor p_{x} N\right\rfloor,\left\lfloor p_{y} N\right\rfloor, N-\left\lfloor p_{x} N\right\rfloor-\left\lfloor p_{y} N\right\rfloor} . \tag{30}
\end{equation*}
$$

If these paths start at the origin, then their final vertex has coordinates ( $N-\left\lfloor p_{y} N\right\rfloor, N-$ $\left.\left\lfloor p_{x} N\right\rfloor\right)$. In other words, these NE-oriented paths are completely contained in the rectangle defined by opposing vertices at $(0,0)$ and $\left(N-\left\lfloor p_{y} N\right\rfloor, N-\left\lfloor p_{x} N\right\rfloor\right)$.

Lemma 4.1. Let $p_{x} \in[0,1]$ and $p_{y} \in[0,1]$ be fixed such that $0 \leqslant p_{x}+p_{y} \leqslant 1$. The limit as $N \rightarrow \infty$ of $c_{N}^{1 / N}\left(p_{x}, p_{y}\right)$ is given by

$$
\lim _{N \rightarrow \infty}\left[c_{N}\left(p_{x}, p_{y}\right)\right]^{1 / N}=\frac{1}{p_{x}^{p_{x}} p_{y}^{p_{y}}\left(1-p_{x}-p_{y}\right)^{1-p_{x}-p_{y}}}
$$

The right-hand side has a maximum at $p_{x}=p_{y}=1 / 3$. In that case, the value of the limit is 3 .


Figure 8. An NE-oriented lattice path crossing a rectangle from its bottom left-hand corner to its top right-hand corner.


Figure 9. An NE-oriented path above the line $Y=r X$ can be constructed by joining NE-oriented paths crossing a sequence of rectangles of dimensions $\left\lfloor p_{N}\right\rfloor \times\left\lfloor q_{N}\right\rfloor$ at opposite vertices, and then joining the origin to the first vertex. Extend the path by adding $s$ north edges after its final vertex. This gives an NE-oriented path of length $N M+s+q_{N}$ in the $r$-wedge formed by the $Y$-axis and the line $Y=r X$.

Proof. This can be computed directly by using Stirling's approximation for the factorials in the trinomial coefficient in equation (30).

Let $R(a, b)$ be a rectangle of dimensions $p \times q$ with bottom left-hand vertex at $(a, b)$ in the square lattice. An NE-oriented lattice path crosses $R(a, b)$ if its first vertex is at $(a, b)$ and its final vertex is at the top right-hand corner of $R(a, b)$ and has coordinates $(a+p, b+q)$. In figure 8 , an NE-oriented path crossing a rectangle of dimensions $10 \times 12$ is illustrated. The paths counted by $c_{N}\left(p_{x}, p_{y}\right)$ in equation (30) cross a rectangle $R(0,0)$ of dimensions $\left(N-\left\lfloor N p_{y}\right\rfloor\right) \times\left(N-\left\lfloor N p_{x}\right\rfloor\right)$.

Let $r \geqslant 1$ be a real number. Let $\left\langle q_{N} / p_{N}\right\rangle$ be a sequence of rational numbers such that $\left[q_{N} / p_{N}\right] \rightarrow r$ as $N \rightarrow \infty$ and such that $\left[q_{N} / p_{N}\right]>r$ for each $N \geqslant 1$. If $\frac{1-p_{x}}{1-p_{y}}=r$, where $0 \leqslant p_{x}+p_{y} \leqslant 1$, then it would be suitable to define $q_{N}=N-\left\lfloor N p_{x}\right\rfloor$ and $p_{N}=N-\left\lceil N p_{y}\right\rceil$. Observe that $c_{N}(r) \geqslant c_{N}\left(q_{N} / p_{N}\right)$, since I assumed that $\left[q_{N} / p_{N}\right]>r$ for each $N \geqslant 1$.

Let $n$ be a large positive integer and define $M$ by $n=N M+s$, where $s \in[0, N)$. Stack the $M$ rectangles $R\left((m-1) p_{N}, m q_{N}\right)$ for $m=1,2,3, \ldots, m$ of dimensions $p_{N} \times q_{N}$ by placing the bottom left-hand corner of $R\left(m p_{N},(m+1) q_{N}\right)$ on top of the top right-hand corner of $R\left((m-1) p_{N}, m q_{N}\right)$, as illustrated in figure 9. Consider paths of length N with $\left\lfloor N p_{x}\right\rfloor$ horizontal edges and with $\left\lfloor N p_{y}\right\rfloor$ vertical edges crossing each rectangle. The path obtained
by concatenating the paths crossing each rectangle $R\left((m-1) p_{N}, m q_{N}\right)$ has length $N M$ and starts from the vertex $\left(0, q_{N}\right)$ and terminates in the vertex $\left((M-1) p_{N}, M q_{N}\right)$. Append a set of $q_{N}$ vertically oriented edges to join the path to the origin and a set of $s$ vertical edges at its last edge. Then the total length of the path is $N M+s+q_{N}=n+q_{N}$. Since the rectangles are all disjoint with the line $Y=r X$, all paths constructed in this way are also counted by $c_{n+q_{N}}(r)$. In other words, if $n=N M+s$, then

$$
\begin{equation*}
c_{n+q_{N}}(r) \geqslant\left[C_{N}\left(p_{x}, p_{y}\right)\right]^{M} \tag{31}
\end{equation*}
$$

for any pair $\left(p_{x}, p_{y}\right)$ such that $0 \leqslant p_{x}+p_{y} \leqslant 1$ and $\frac{1-p_{x}}{1-p_{y}}=r$. These arguments are enough to prove the following lemma.

Lemma 4.2. Let $r$ be a real number and suppose that $\left(p_{x}, p_{y}\right)$ is a point in the unit square $[0,1]^{2}$ where $0 \leqslant p_{x}+p_{y} \leqslant 1$, such that $\frac{1-p_{x}}{1-p_{y}}=r$. Then,

$$
\lim _{n \rightarrow \infty}\left[c_{n}(r)\right]^{1 / n} \geqslant\left[C_{N}\left(p_{x}, p_{y}\right)\right]^{1 / N}
$$

for any $N \geqslant 1$.
Proof. Observe that $c_{n}(r)$ is an increasing function of $n$. Thus, if $n=N M+s$, then the limit

$$
\lim _{n \rightarrow \infty}\left[c_{n}(r)\right]^{1 / n}=\lim _{M \rightarrow \infty}\left[c_{N M+s+q_{N}}(r)\right]^{1 /(N M+s)}
$$

exists. By the inequality in equation (31), one sees that

$$
\left[c_{N M+s+q_{N}}(r)\right]^{1 /(N M+s)} \geqslant\left[C_{N}\left(p_{x}, p_{y}\right)\right]^{M /(N M+s)} .
$$

Fix $N$ and let $M \rightarrow \infty$. This proves the lemma.
By taking $N \rightarrow \infty$ in lemma 4.2 , the immediate corollary to lemmas 4.1 and 4.2 is
Corollary 4.3. Let $r>0$ be a real number and let $p_{x}$ and $p_{y}$ be real numbers in the unit square such that $0 \leqslant p_{x}+p_{y} \leqslant 1$ and $\left(1-p_{x}\right)=r\left(1-p_{y}\right)$. Then,

$$
\lim _{n \rightarrow \infty}\left[c_{n}(r)\right]^{1 / n} \geqslant \sup _{p_{x}, p_{y}}\left[\frac{1}{p_{x}^{p_{x}} p_{y}^{p_{y}}\left(1-p_{x}-p_{y}\right)^{1-p_{x}-p_{y}}}\right]
$$

where the supremum is taken subject to $0 \leqslant p_{x}+p_{y} \leqslant 1$ and $\left(1-p_{x}\right)=r\left(1-p_{y}\right)$.
One may also bound $c_{n}(r)$ from above by NE-oriented paths of length $n$ with endpoint confined in the $r$-wedge formed by the $Y$-axis and the line $Y=r X$. One such path is illustrated in figure 10. Consider paths of length $n$, with $N$ horizontal and $M$ vertical edges and with $n-N-M$ edges oriented in the diagonal direction. The endpoint of this path has coordinates $(n-M, n-N)$, and so $M$ and $N$ are constrained by $(n-N) \geqslant r(n-M)$. In addition $N+M \leqslant n$. Thus,

$$
\begin{equation*}
c_{n}(r) \leqslant \sum_{N, M \geqslant 0}\binom{n}{N, M, n-N-M} \tag{32}
\end{equation*}
$$

where the summation is constrained by $N+M \leqslant n$ and $(n-N) \geqslant r(n-M)$. The number of possible endpoints is at most $n^{2}$, and one may choose $N$ and $M$ to maximize the right-hand side above. Introduce ( $p_{x}, p_{y}$ ) such that $\left\lfloor n p_{x}\right\rfloor=N$ and $\left\lfloor n p_{y}\right\rfloor=M$. The bound on $c_{n}(r)$ may be written as

$$
\begin{equation*}
c_{n}(r) \leqslant n^{2} \sup _{0 \leqslant p_{x}, p_{y} \leqslant 1}\binom{n}{\left\lfloor n p_{x}\right\rfloor,\left\lfloor n p_{y}\right\rfloor, n-\left\lfloor n p_{x}\right\rfloor-\left\lfloor n p_{y}\right\rfloor}, \tag{33}
\end{equation*}
$$



Figure 10. An NE-oriented path with endpoint above the line $Y=r X$. The endpoint can be selected at any vertex in a region of area smaller than $n^{2}$. If this path has $\left\lfloor n p_{x}\right\rfloor$ east edges and $\left\lfloor n p_{y}\right\rfloor$ north edges, then it has $\ell=\left(n-\left\lfloor n p_{x}\right\rfloor-\left\lfloor n p_{y}\right\rfloor\right)$ edges in the north-east direction and it ends in the vertex with coordinates $\left(\ell+\left\lfloor n p_{x}\right\rfloor, \ell+\left\lfloor n p_{y}\right\rfloor\right)=\left(n-\left\lfloor n p_{y}\right\rfloor, n-\left\lfloor n p_{x}\right\rfloor\right)$. In other words, $p_{x}$ and $p_{y}$ are such that $n-\left\lfloor n p_{x}\right\rfloor \geqslant r\left(n-\left\lfloor n p_{y}\right\rfloor\right)$. Also observe that $\leqslant p_{x}+p_{y} \leqslant 1$.
where the supremum is taken subject to the constraints that $n \geqslant\left\lfloor n p_{x}\right\rfloor+\left\lfloor n p_{y}\right\rfloor$ and $n-\left\lfloor n p_{x}\right\rfloor \geqslant r\left(n-\left\lfloor n p_{y}\right\rfloor\right)$. The inequality in equation (33) is enough to prove the following lemma:

Lemma 4.4. Let $r>0$ be a real number and let $p_{x}$ and $p_{y}$ be real numbers in the unit square such that $0 \leqslant p_{x}+p_{y} \leqslant 1$ and $\left(1-p_{x}\right) \geqslant r\left(1-p_{y}\right)$. Then,

$$
\lim _{n \rightarrow \infty}\left[c_{n}(r)\right]^{1 / n} \leqslant \sup _{p_{x}, p_{y}}\left[\frac{1}{p_{x}^{p_{x}} p_{y}^{p_{y}}\left(1-p_{x}-p_{y}\right)^{1-p_{x}-p_{y}}}\right]
$$

where the supremum is taken subject to $0 \leqslant p_{x}+p_{y} \leqslant 1$ and $1-p_{x} \geqslant r\left(1-p_{y}\right)$.
Proof. Take the $1 / n$-power of the inequality in equation (33) and take $n$ to infinity. The lemma follows directly.

Let

$$
\begin{equation*}
g_{r}=\sum_{n=0}^{\infty} c_{n}(r) t^{n} \tag{34}
\end{equation*}
$$

be the generating function of NE-oriented paths in the $r$-wedge formed by the $Y$-axis and the line $Y=r X$, where $r$ is irrational. For any value of $r \in[0, \infty)$, observe that

$$
\begin{equation*}
c_{n}(r) \leqslant 3^{n} \tag{35}
\end{equation*}
$$

and the radius of convergence of $g_{r}$ is bounded by

$$
\begin{equation*}
t_{r} \geqslant \limsup _{n \rightarrow \infty}\left[c_{n}(r)\right]^{-n}=\frac{1}{3} \tag{36}
\end{equation*}
$$

This can also be seen from lemma 4.4; the supremum on the right hand side is realized when $p_{x}=p_{y}=1 / 3$ if the constraints are ignored.

Also observe that $t_{r}$ is monotonically increasing with increasing $r$. If $r=1$, then the bounds in corollary 4.3 and lemma 4.4 coincide, and thus $t_{1}=1 / 3$ is the radius of convergence of $g_{r}(t)$. Equation (36) shows that as $r \rightarrow 0^{+}$, then $t_{0^{+}} \geqslant 1 / 3$, and since $t_{r}$ is an increasing function for $r>0$, the result is that

$$
\begin{equation*}
t_{r}=1 / 3, \quad \text { for irrational } r \in(0,1) . \tag{37}
\end{equation*}
$$



Figure 11. The region $R$ enclosed by the line $\left(1-p_{x}\right)=r\left(1-p_{y}\right)$, the line $p_{x}=0$ and $0 \leqslant p_{y} \leqslant 1$, and the line $p_{x}+p_{y}=1$ in the $\left(p_{x}, p_{y}\right)$-plane. Since $\nabla f\left(p_{x}, p_{y}\right) \neq 0$ anywhere in $R$ if $r>1$, the maximum of $f\left(p_{x}, p_{y}\right)$ is on the boundary of $R$.

Since $t_{r}$ is a non-increasing function, this result implies that $t_{r}=1 / 3$ for all real $r \in[0,1]$.
Suppose that $r>1$ instead. In this instance one would be interested in the function

$$
\begin{equation*}
f\left(p_{x}, p_{y}\right)=\frac{1}{p_{x}^{p_{x}} p_{y}^{p_{y}}\left(1-p_{x}-p_{y}\right)^{1-p_{x}-p_{y}}} . \tag{38}
\end{equation*}
$$

This function has a global maximum at $p_{x}=p_{y}=1 / 3$, when $f(1 / 3,1 / 3)=3$.
Consider now the line $Y=r X$. Above this line the function $f\left(p_{x}, p_{y}\right)$ is defined on the (triangular) region $R$ (see figure 11) enclosed by the line $\left(1-p_{x}\right)=r\left(1-p_{y}\right)$, the line $p_{x}=0$ and by $0 \leqslant p_{y} \leqslant 1$ and also by the line $p_{x}+p_{y}=1 . f\left(p_{x}, p_{y}\right)$ is differentiable in the interior of $R$ and its gradient is not zero anywhere in the interior of $R$ for any irrational $r>1$. Thus, the local maximum of $f\left(p_{x}, p_{y}\right)$ on $R$ is on the boundary of $R$.
$R$ is a triangular region with three corners in the ( $p_{x}, p_{y}$ )-plane with coordinates $\left(0, \frac{r-1}{r}\right),(0,1)$ and $\left(\frac{1}{1+r}, \frac{r}{1+r}\right)$. This region is illustrated in figure 11. On the part of the boundary marked by $A$ in figure 11 the maximum of $f\left(p_{x}, p_{y}\right)$ is $f(0,1 / 2)=2$ if $r \in[1,2]$ and $f(0,(r-1) / r)=r /(r-1)^{(r-1) / r}$ if $r>2$. In other words,

$$
\sup _{A} f\left(p_{x}, p_{y}\right)= \begin{cases}2, & \text { if } r \in[1,2],  \tag{39}\\ \frac{r}{(r-1)^{(r-1) / r}}, & \text { if } r>2\end{cases}
$$

On the part of the boundary marked by $B$ in figure 11 , note that $p_{x}=1-p_{y}$ and $p_{x} \in[0,1 /(1+r)]$. If $r \leqslant 1$, then the maximum of $f\left(p_{x}, p_{y}\right)$ along $B$ is $f(1 / 2,1 / 2)=2$; otherwise, for $r>1$, the maximum is $f(1 /(1+r), r /(1+r))=(1+r) / r^{r /(1+r)}$. In other words,

$$
\sup _{B} f\left(p_{x}, p_{y}\right)= \begin{cases}2, & \text { if } \quad r \in[0,1]  \tag{40}\\ \frac{1+r}{r^{r /(1+r)}}, & \text { if } \quad r>1\end{cases}
$$

Along the boundary marked by $C$ the supremum is more difficult to compute. In this case, $1-p_{x}=r\left(1-p_{y}\right)$ and $p_{x} \in[0,1 /(1+r)]$. Eliminating $p_{x}$ shows that

$$
\begin{equation*}
\sup _{C} f\left(p_{x}, p_{y}\right)=\sup _{p_{y} \in[(r-1) / r, r /(1+r)]}\left\{\frac{1}{p_{y}^{p_{y}}\left(1-r\left(1-p_{y}\right)\right)^{1-r\left(1-p_{y}\right)}\left(r\left(1-p_{y}\right)-p_{y}\right)^{r\left(1-p_{y}\right)-p_{y}}}\right\} . \tag{41}
\end{equation*}
$$

Suppose that $p_{x}=1 /(2 r+1)$. Then, $p_{y}=(2 r-1) /(2 r+1)$ and one observes that $\left(p_{x}, p_{y}\right)$ is on the line segment $C$, while $(r-1) / r \leqslant(2 r-1) /(2 r+1) \leqslant r /(r+1)$ for $r>1$. Evaluating $f\left(p_{x}, p_{y}\right)$ at this point shows that

$$
\begin{equation*}
\sup _{C} f\left(p_{x}, p_{y}\right) \geqslant \frac{2 r+1}{(2 r-1)^{(2 r-1) /(2 r+1)}} . \tag{42}
\end{equation*}
$$

Finally, note that

$$
\begin{align*}
& \sup _{C} f\left(p_{x}, p_{y}\right) \geqslant \frac{2 r+1}{(2 r-1)^{(2 r-1) /(2 r+1)}} \geqslant \frac{r}{(r-1)^{(r-1) / r}}=\sup _{A} f\left(p_{x}, p_{y}\right)  \tag{43}\\
& \sup _{C} f\left(p_{x}, p_{y}\right) \geqslant \frac{2 r+1}{(2 r-1)^{(2 r-1) /(2 r+1)}} \geqslant \frac{1+r}{r^{r /(1+r)}}=\sup _{B} f\left(p_{x}, p_{y}\right),
\end{align*}
$$

where the first inequality is valid for $r \geqslant 2$ and the second for any $r \geqslant 1$. Since the lower bound in equation (42) is bigger or equal to 2 for any $r \in[1,2]$, the inequality $\sup _{C} f\left(p_{x}, p_{y}\right) \geqslant \sup _{A} f\left(p_{x}, p_{y}\right)$ is also valid if $r \in[1,2]$. Thus, the supremum of $f\left(p_{x}, p_{y}\right)$ over the region $R$ is achieved in a point on the line segment marked by $C$ in figure 11 for any $r \geqslant 1$.

Since the line-segment $C$ in figure 11 is given by the formula $1-p_{x}=r\left(1-p_{y}\right)$ for $r \geqslant 1$, the supremum in lemma 4.4 is determined by a point on this line. In other words, one may replace the restriction $1-p_{x} \geqslant r\left(1-p_{y}\right)$ in lemma 4.4 by the stronger restriction $1-p_{x}=r\left(1-p_{y}\right)$. Comparison with corollary 4.3 gives the following theorem.

Theorem 4.5. Let $r>0$ be a real number and let $p_{x}$ and $p_{y}$ be real numbers in the unit square such that $0 \leqslant p_{x}+p_{y} \leqslant 1$ and $\left(1-p_{x}\right)=r\left(1-p_{y}\right)$. Then,

$$
\lim _{n \rightarrow \infty}\left[c_{n}(r)\right]^{1 / n}=\sup _{p_{x}, p_{y}}\left[\frac{1}{p_{x}^{p_{x}} p_{y}^{p_{y}}\left(1-p_{x}-p_{y}\right)^{1-p_{x}-p_{y}}}\right]
$$

where the supremum is taken subject to $0 \leqslant p_{x}+p_{y} \leqslant 1$ and $\left(1-p_{x}\right)=r\left(1-p_{y}\right)$.
This theorem completes the characterization of the radius of convergence of the generating function $g_{r}$ in equation (34). I showed that for $0 \leqslant r \leqslant 1$ the radius of convergence is given by $t_{r}=1 / 3$ in equation (36). By theorem 4.5 the corollary is the following.

Corollary 4.6. The radius of convergence of $g_{r}(t)=\sum_{n \geqslant 0} c_{n}(r) t^{n}$ is given by

$$
t_{r}= \begin{cases}\frac{1}{3}, & \text { if } r \in[0,1], \\ {\left[\sup _{p_{x}, p_{y}}\left[\frac{1}{p_{x}^{p_{x}} p_{y}^{p_{y}}\left(1-p_{x}-p_{y}\right)^{1-p_{x}-p_{y}}}\right]\right]^{-1},} & \text { if } \quad r>1,\end{cases}
$$

where the supremum is taken subject to the constraints that $0 \leqslant p_{x}+p_{y} \leqslant 1$ and $1-p_{x}=r\left(1-p_{y}\right)$.

This completes the proofs of the claims made in the abstract and in equation (8).

## 5. Forces in Motzkin paths in an $r$-wedge

The expressions in corollary 4.6 can be used to determine the forces exerted by an NE-oriented path on the boundaries of an $r$-wedge. The situation is illustrated in figure $5(b)$. The generating function $g_{r}$ of the NE-oriented paths has radius of convergence $t_{r}$ as in corollary 4.6, and the limiting free energy in this model is given by $\mathcal{F}(r)=-\log t_{r}$. The entropic forces in this
model are given by the derivative of $\mathcal{F}(r)$, and an immediate consequence is that the net force on the $r$-wedge is zero for all $r \in[0,1]$.

To determine forces for $r>1$ requires the calculation of the limiting free energy. Thus, the supremum in corollary 4.6 must be determined. Some progress can be made by eliminating $p_{x}$ using the relation $1-p_{x}=r\left(1-p_{y}\right)$. By writing the supremum as an infimum, the following is obtained:

Lemma 5.1. Let $r>1$, the radius of convergence of $g_{r}(t)$ is given by the infimum

$$
t_{r}=\min _{\frac{r-1}{r} \leqslant y \leqslant \frac{r}{r+1}}\left[y^{y}(1-r(1-y))^{1-r(1-y)}(r(1-y)-y)^{r(1-y)-y}\right]
$$

Furthermore, if $y_{0}$ is the positive root of

$$
(r(1-y)-y)^{r+1}-y(1-r(1-y))^{r}=0
$$

in the interval $\left[\frac{r-1}{r}, \frac{r}{r+1}\right]$, then $t_{r}$ is given by

$$
t_{r}=y_{0}^{y_{0}}\left(1-r\left(1-y_{0}\right)\right)^{1-r\left(1-y_{0}\right)}\left(r\left(1-y_{0}\right)-y_{0}\right)^{r\left(1-y_{0}\right)-y_{0}}
$$

where $y_{0}$ is a function of $r$.
Proof. Let $f\left(p_{x}, p_{y}\right)$ be as in equation (38), and substitute $p_{x}=1-r\left(1-p_{y}\right)$. Put $y=p_{y}$ to simplify the notation. Then, the constraint $0 \leqslant p_{x}+p_{y} \leqslant 1$ in corollary 4.6 becomes $\frac{r-1}{r} \leqslant y \leqslant \frac{r}{r+1}$. Next observe that $\left[\frac{r-1}{r}, \frac{r}{r+1}\right]$ is a compact interval, so one may replace the supremum in corollary 4.6 by a maximum. Change the maximum into a minimum by noting that $\max _{x}[1 / f(x)]=\left[\min _{x} f(x)\right]^{-1}$ on a compact interval. This proves the first part of the lemma.

Next, define

$$
h(y)=\frac{1}{y^{y}(1-r(1-y))^{1-r(1-y)}(r(1-y)-y)^{r(1-y)-y}}
$$

so that $t_{r}=\left[\max _{\frac{r-1}{r} \leqslant y \leqslant \frac{r}{r+1}}[h(y)]\right]^{-1}$. Observe that

$$
\frac{\mathrm{d} h(y)}{\mathrm{d} y}=\frac{(1+r) \log (r(1-y)-y)-r \log (1-r(1-y))-\log y}{y^{y}(1-r(1-y))^{1-r(1-y)}(r(1-y)-y)^{r(1-y)-y}}
$$

This derivative is zero if

$$
(1+r) \log (r(1-y)-y)-r \log (1-r(1-y))-\log y=0
$$

or equivalently, if

$$
(r(1-y)-y)^{r+1}-y(1-r(1-y))^{r}=0
$$

Let $y_{0}>0$ be a root of this function in the interval $[(r-1) / r, r /(1+r)]$. That $y_{0}$ exists follows from the observation that if $y=(r-1) / r$, then

$$
(r(1-y)-y)^{r+1}-y(1-r(1-y))^{r}=\frac{1}{r^{r+1}}>0
$$

and if $y=r /(1+r)$, then

$$
(r(1-y)-y)^{r+1}-y(1-r(1-y))^{r}=\frac{-r}{(1+r)^{1+r}}<0
$$

Since $(r(1-y)-y)^{r+1}-y(1-r(1-y))^{r}$ is a continuous real function on $[(r-1) / r, r /(1+r)]$ for any fixed $r>1$, it follows by Rolle's theorem that it has a root in this interval. Also observe that $(r(1-y)-y)^{r+1}$ is a strictly decreasing function of $y$ on $[(r-1) / r, r /(1+r)]$ and $y(1-r(1-y))^{r}$ is a strictly increasing function of $y$ on $[(r-1) / r, r /(1+r)]$. Thus,

Table 1. Numerical and asymptotic estimates of $y_{0}$.

| $r$ | $y_{0}$ numerical | $y_{0}$ by equation $(46)$ |
| ---: | :--- | :--- |
| 2 | $0.5827 \ldots$ | $0.6033 \ldots$ |
| 5 | $0.8148 \ldots$ | $0.8168 \ldots$ |
| 10 | $0.90413 \ldots$ | $0.90442 \ldots$ |
| 20 | $0.951113 \ldots$ | $0.951156 \ldots$ |
| 40 | $0.9752922 \ldots$ | $0.9752980 \ldots$ |
| 80 | $0.98757521 \ldots$ | $0.98757598 \ldots$ |
| 160 | $0.99376912 \ldots$ | $0.99376922 \ldots$ |

there is only one solution $y_{0}$ in $[(r-1) / r, r /(1+r)]$ of $(r(1-y)-y)^{r+1}=y(1-r(1-y))^{r}$. This solution determines the infimum and thus the value of $t_{r}$. This completes the proof.

The radius of convergence $t_{r}$ of $g_{r}$ could be determined if the root $y_{0}$ is known. Generally, there appears to be no closed-form solution $y_{0}$ of $(r(1-y)-y)^{1+1 / r}-y^{1 / r}(1-r(1-y))=0$, and so other methods should be explored. In the next sections, I will estimate $y_{0}$ first asymptotically (for large values of $r$ ) and then compare the results to numerical solutions.

### 5.1. Asymptotic determination of $y_{0}$

Guess the solution $y_{0}=(r-1) / r+B / r^{2}+C \log (r) / r^{3}+\cdots$ and substitute for $y$ into

$$
\begin{equation*}
(r(1-y)-y)^{1+1 / r}-y^{1 / r}(1-r(1-y))=0 . \tag{44}
\end{equation*}
$$

Expand the terms in this equality asymptotically and collect the terms with the same dependence on $r$. This in particular shows that

$$
\begin{equation*}
\frac{1-2 B}{r}+\frac{(B-1-2 C) \log (r)}{r^{2}}+O\left(\frac{1}{r^{2}}\right)=0 . \tag{45}
\end{equation*}
$$

In other words, $1-2 B=0$ and $B-1-2 C=0$. Solving for $B$ and $C$ shows that the appropriate asymptotic expression for $y_{0}$ is

$$
\begin{equation*}
y_{0}=\frac{r-1}{r}+\frac{1}{2 r^{2}}-\frac{\log (r)}{4 r^{3}}+O\left(\frac{1}{r^{3}}\right) . \tag{46}
\end{equation*}
$$

This expression for $y_{0}$ is remarkably accurate. In table 1 estimates for $y_{0}$ from equation (46) are compared to numerical values for $y_{0}$; with increasing $r$ the asymptotic formula quickly becomes accurate to many significant digits.

Substitution of the asymptotic formula for $y_{0}$ into lemma 5.1 gives an estimate for $t_{r}$, and thus for the free energy in this model, defined by

$$
\begin{equation*}
\mathcal{F}(r)=-\log t_{r} \tag{47}
\end{equation*}
$$

Substituting for $t_{r}$ and expanding again shows that
$\mathcal{F}(r) \simeq \frac{1+\log (2 r)}{r}-\frac{1+\log (2 r)}{r^{2}}+\frac{2+6 \log (r)+3 \log ^{2}(r)+6 \log 2 \log (r)}{24 r^{3}}$,
in the regime where $r \rightarrow \infty$. One may take the derivative of this to $r$ to estimate the magnitude of the force as $r \rightarrow \infty$ (that is, in the regime that the wedge becomes very narrow). This gives

$$
\begin{equation*}
F(r)=\frac{\log (2 r)}{r^{2}}-\frac{1+2 \log (2 r)}{2 r^{3}}+O\left(\frac{\log (2 r)}{r^{4}}\right) \tag{49}
\end{equation*}
$$

as $r \rightarrow \infty$. In other words, the force approaches zero with leading term $\log (2 r) / r^{2}$. A similar observation was made in a model of fully directed paths in the square lattice. In that case, the force approaches zero proportional to $\log (r) / r^{2}$ as $r \rightarrow \infty$ [15].


Figure 12. The magnitude of the force of an NE-oriented path in an $r$-wedge formed by the $Y$-axis and the line $Y=r X$ as a function of $r$. The force goes through a maximum at $r=1.83360 \ldots$ where its magnitude is $0.177169 \ldots$.

Table 2. Numerical and asymptotic estimates of $F(r)$.

| $r$ | $F(r)$ numerical | $F(r)$ by equation $(49)$ |
| ---: | :--- | :--- |
| 2 | $0.175 \ldots$ | $0.111 \ldots$ |
| 5 | $0.0738 \ldots$ | $0.0697 \ldots$ |
| 10 | $0.02691 \ldots$ | $0.02646 \ldots$ |
| 20 | $0.008741 \ldots$ | $0.008699 \ldots$ |
| 40 | $0.0026661 \ldots$ | $0.0026625 \ldots$ |
| 80 | $0.00078241 \ldots$ | $0.00078211 \ldots$ |
| 160 | $0.00022382 \ldots$ | $0.00022379 \ldots$ |

### 5.2. Numerical determination of the force

The free energy can be determined numerically as a function of $r$ by solving for the root in lemma 5.1. By taking numerical derivatives of the free energy with respect to $r$, one determines numerical estimates of the magnitude of the force that the path exerts on the boundaries of the $r$-wedge. This was done for $r \in[1,10]$ in figure 12; for $r \in[0,1]$, I have already noted that the net force is zero.

The general shape of the curve in figure 12 is similar to the results obtained for fully directed paths in an $r$-wedge [15]. The force goes through a maximum at $r=1.83360 \ldots$; this occurs at a wedge with vertex angle $\alpha=1.07151 \ldots$. This is close to the number $(1+\pi) / 2=1.07079 \ldots$, but I could not determine if this coincidence is meaningful. The force in the model of fully directed paths in [15] achieved its maximum at a vertex angle close to $\pi / 7$, in contrast to the result here.

The asymptotic formula for the force $F(r)$ in equation (49) can be compared to the numerical values obtained for $F(r)$. Comparisons are listed in table 2. The accuracy increases with increasing $r$.

The force may similarly be computed as a function of the vertex angle $\alpha$ instead. This changes the force into a moment about the origin. This moment is plotted in figure 13 as a function of $\alpha$. The moment diverges as $\alpha \rightarrow 0^{+}$and decays to zero as $\alpha \nearrow \pi / 4$, as expected by considering corollary 4.6.


Figure 13. The moment of the force of an NE-oriented path in an $r$-wedge about the origin as a function of the vertex angle $\alpha$.

The divergence of the moment of the force as the vertex angle $\alpha$ tends to zero is logarithmic. This may be demonstrated by changing variables to $\alpha$ in equation (49):
$F(\alpha)=\log (2 / \alpha)-(\alpha / 2)\left(1+2 \log (2 / \alpha)+O\left(\alpha^{2} \log (2 / \alpha)\right) \quad\right.$ as $\quad \alpha \rightarrow 0^{+}$.
Numerical integration of the force shows that the total amount of work done to close the $r$-wedge from any vertex angle larger than $\pi / 4$ to zero is $1.08507 \ldots$ units.

## 6. An alternative ensemble of Motzkin paths

In section 4, models of $r$-Motzkin paths confined in $r$-wedges were examined. In these models, the edge-generating variable was $t$, irrespective of the type of edge. Unit length N - and E-edges were weighted by $t$ each, as were NE-edges of length $\sqrt{2}$. In this section, an alternative model of $r$-Motzkin paths in $r$-wedges are considered, but with $t$ generating another aspect of the paths.

Let $\mathcal{M}$ be an NE-oriented path from the origin above the line $Y=r X$, where $r>0$ is an irrational number and with final vertex $(a, b)$. The span of $\mathcal{M}$ is $a+b$. The number of NE-oriented paths above the line $Y=r X$ with span $n$ is defined to be $m_{r}(n)$ and the generating function of these paths is

$$
\begin{equation*}
h_{r}=\sum_{n=0}^{\infty} m_{r}(n) t^{n} . \tag{51}
\end{equation*}
$$

Observe that the span of a path with $p$ E-edges, $q$ N-edges and $\ell$ NE-edges is $p+q+2 \ell$, so that NE-edges are weighted by $t^{2}$ in the generating function $h_{r}$. This is in contrast with the models in the previous sections. As before, the radius of convergence $t_{r}$ of $h_{r}$ is required. This will be done by first considering paths crossing rectangles.

### 6.1. Paths crossing a rectangle

Consider NE-oriented paths from the origin to the point $(p, q)$ of length at most $p+q$ and span equal to $p+q$. These paths cross the rectangle with opposite corners $(0,0)$ and $(p, q)$,


Figure 14. The function $Q(r)$ (see lemma 6.1) plotted against $r$. Observe that $Q(r)=Q(1 / r)$ and that $Q(1)$ is the maximum of this function.
and by equation (14) the number of such paths is

$$
\begin{equation*}
Q(p, q)=\sum_{\ell=0}^{\min \{p, q\}}\binom{p+q-\ell}{p-\ell, q-\ell, \ell} \tag{52}
\end{equation*}
$$

since a path with $\ell$ NE-edges will have length $p+q-\ell$. The trinomial coefficients above are maximized if

$$
\begin{equation*}
\ell=\ell^{*}=\left\lfloor\frac{p+q-\sqrt{p^{2}+q^{2}}}{2}\right\rfloor+\epsilon \tag{53}
\end{equation*}
$$

where $\epsilon=0,1$ is a small integer correcting for the effects of parity when the floor function is applied. Observe that $0 \leqslant \ell^{*} \leqslant \min \{p, q\}$. Thus, the number of paths crossing a $p \times q$-square is bounded by

$$
\begin{equation*}
\binom{p+q-\ell^{*}}{p-\ell^{*}, q-\ell^{*}, \ell^{*}} \leqslant Q(p, q) \leqslant[\min \{p, q\}]\binom{p+q-\ell^{*}}{p-\ell^{*}, q-\ell^{*}, \ell^{*}} . \tag{54}
\end{equation*}
$$

Let $\left\langle q_{n} / p_{n}\right\rangle$ be a sequence of rational numbers with $\left(p_{n}, q_{n}\right)$ a pair of relative prime and positive integers. Suppose, moreover, that $\left[q_{n} / p_{n}\right] \rightarrow r$, where $r>0$ is an irrational number. As $n \rightarrow \infty$, both $q_{n} \rightarrow \infty$ and $p_{n} \rightarrow \infty$. The following lemma follows directly from equation (54).

Lemma 6.1. Let $\left\langle q_{n} / p_{n}\right\rangle$ be a sequence of rational numbers with $\left(p_{n}, q_{n}\right)$ a pair of relative prime and positive integers. Suppose, moreover, that $\left[q_{n} / p_{n}\right] \rightarrow r$, where $r>0$ is an irrational number. Then,

$$
\lim _{n \rightarrow \infty}\left[Q\left(p_{n}, q_{n}\right)\right]^{1 /\left(p_{n}+q_{n}\right)}=\frac{R_{+}(r)}{R_{1}(r) R_{2}(r) R_{-}(r)}=Q(r)
$$

where
$R_{+}(r)=\left(\left(1+r+\sqrt{1+r^{2}}\right) / 2\right)^{\frac{1+r+\sqrt{1+r^{2}}}{2(1+r)}}$
$R_{-}(r)=\left(\left(1+r-\sqrt{1+r^{2}}\right) / 2\right)^{\frac{1+r-\sqrt{1+r^{2}}}{2(1+r)^{2}}}$
$R_{1}(r)=\left(\left(1-r+\sqrt{1+r^{2}}\right) / 2\right)^{\frac{1-r+\sqrt{1+r^{2}}}{2(1+r)^{2}}}$

$$
R_{2}(r)=\left(\left(r-1+\sqrt{1+r^{2}}\right) / 2\right)^{\frac{r-1+\sqrt{1+r^{2}}}{2(1+r)}}
$$

Proof. Consider equation (54) with $(p, q)=\left(p_{n}, q_{n}\right)$. Take the power $1 /\left(p_{n}+q_{n}\right)$, approximate the factorials in the trinomials by Stirling's approximation, and let $n \rightarrow \infty$. Since $\left[q_{n} / p_{n}\right] \rightarrow r$, the resulting limit is given by $Q(r)$ defined in terms of the functions $R_{ \pm}(t)$ and $R_{1,2}(t)$.

Observe that $Q(r)=Q(1 / r)$, as one would expect (the number of NE-oriented paths ending in $(p, q)$ is the same as the number of NE-oriented paths ending in $(q, p))$. Moreover, $\sup _{r>0} Q(r)=Q(1)=1+\sqrt{2}$, so that paths ending in the line $Y=X$ dominates the limit in lemma 6.1.

## 6.2. r-Motzkin paths

Denote the number of $q / p$-Motzkin paths ending in the vertex $(p, q)$ by $m_{p, q}$, and note that these paths have span $p+q$.

As before, let $\left\langle q_{n} / p_{n}\right\rangle$ be a sequence of rational numbers with ( $p_{n}, q_{n}$ ) a pair of relative prime and positive integers. Suppose, moreover, that $\left[q_{n} / p_{n}\right] \rightarrow r$, where $r>0$ is an irrational number and that $\left[q_{n} / p_{n}\right]>r$ for each $n$. Then, it follows that

$$
\begin{equation*}
m_{p_{n}, q_{n}} \leqslant m_{r}(n) \quad \text { where } \quad n=p_{n}+q_{n} \tag{55}
\end{equation*}
$$

On the other hand, paths counted by $m_{r}(n)$ can be bounded by paths of span $n$ crossing a rectangle with right-most top-most vertex above the line $Y=r X$. Thus,

$$
\begin{equation*}
m_{r}(n) \leqslant(n+1)^{2} \max _{q / p>r}[Q(p, q)] \quad \text { where } \quad n=p+q \tag{56}
\end{equation*}
$$

Consider first an $r \in(0,1)$. Choose $p_{n}=\lfloor n / 2\rfloor$ and $q_{n}=\lceil n / 2\rceil$ in equation (55). Then, $p_{n}+q_{n}=n$ and $\left[q_{n} / p_{n}\right]>r$, and by taking the power $1 / n$ of equation (55) and then taking $n \rightarrow \infty$,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left[m_{\lfloor n / 2\rfloor,\lceil n / 27}\right]^{1 / n} \leqslant \liminf _{n \rightarrow \infty}\left[m_{r}(n)\right]^{1 / n} . \tag{57}
\end{equation*}
$$

On the other hand, let $p=p_{n}$ and $q=q_{n}$ in equation (56) where $p_{n}+q_{n}=n$ for each $n$ maximize the right-hand side. Then, by equation (56) it follows that

$$
\begin{equation*}
m_{r}(n) \leqslant(n+1)^{2}\left[Q\left(p_{n}, q_{n}\right)\right] . \tag{58}
\end{equation*}
$$

Take the power $1 / n$ of this, and let $n \rightarrow \infty$ to determine the lim sup of the left-hand side. The lim sup of the right-hand side is less or equal to $\sup _{r \in(0,1)} Q(r)$, as in lemma 6.1. These arguments give the following lemma:

Lemma 6.2. Suppose that $r \in(0,1)$. Then,
$\liminf _{n \rightarrow \infty}\left[m_{\lfloor n / 2\rfloor,\lceil n / 2\rceil}\right]^{1 / n} \leqslant \liminf _{n \rightarrow \infty}\left[m_{r}(n)\right]^{1 / n} \leqslant \limsup _{n \rightarrow \infty}\left[m_{r}(n)\right]^{1 / n} \leqslant \sup _{r \in(0,1)} Q(r)=Q(1)$.
Consider next the cases that $r>1$. Inequality (56) gives the following lemma:
Lemma 6.3. Suppose that $r>1$. Then,

$$
\limsup _{n \rightarrow \infty}\left[m_{r}(n)\right]^{1 / n} \leqslant Q(r)
$$

where $Q(r)$ is defined in lemma 6.1.
Proof. Let $p_{n}+q_{n}=n$ be those values of $p$ and $q$ which maximizes the right hand side of equation (56). Then $\left[q_{n} / p_{n}\right]>r$,

$$
m_{r}(n) \leqslant(n+1)^{2} Q\left(p_{n}, q_{n}\right)
$$

for each $n$. Take the power $1 / n$ and let $n \rightarrow \infty$ to find the lim sup of the left-hand side. Since [ $\left.q_{n} / p_{n}\right]>r$ for each $n$, the result is that

$$
\limsup _{n \rightarrow \infty}\left[m_{r}(n)\right]^{1 / n} \leqslant \sup _{s \geqslant r} Q(s)
$$

where lemma 6.1 was used. Observe that $Q(s)$ is a strictly decreasing function for $s>1$, hence the supremum is found when $s=r$. This completes the proof.

Similarly, the inequality (55) gives the following lemma:
Lemma 6.4. Let $\left\langle q_{n} / p_{n}\right\rangle$ be a sequence of rational numbers with $\left(p_{n}, q_{n}\right)$ a pair of relative prime and positive integers such that $p_{n}+q_{n}=n$ for each $n$. Suppose, moreover, that $\left[q_{n} / p_{n}\right] \rightarrow r$, where $r>1$ is an irrational number. Then,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left[m_{p_{n}, q_{n}}\right]^{1 / n} \leqslant \liminf _{n \rightarrow \infty}\left[m_{r}(n)\right]^{1 / n} \tag{59}
\end{equation*}
$$

Lemmas 6.2, 6.3 and 6.4 give certain bounds on the limits of $\left[m_{r}(n)\right]^{1 / n}$. The next task is to prove existence of this limit and to compute its value at the same time. This is done next.

### 6.3. Calculating $\lim _{n \rightarrow \infty}\left[m_{r}(n)\right]^{1 / n}$

In this section, I prove that $\lim _{n \rightarrow \infty}\left[m_{r}(n)\right]^{1 / n}=Q(r)$ if $r>1$ by showing that $\liminf _{n \rightarrow \infty}\left[M_{r}(n)\right]^{1 / n} \geqslant Q(r)$. A by-product of the proof will be that $\liminf _{n \rightarrow \infty}\left[m_{\lfloor n / 2\rfloor,[n / 2\rceil}\right]^{1 / n} \geqslant Q(1)$, so that existence of $\lim _{n \rightarrow \infty}\left[m_{r}(n)\right]^{1 / n}$ follows for all irrational $r>0$ by lemma 6.2 and by lemmas 6.3 and 6.4.

Consider first $r>1$. By lemma 6.4 existence of $\lim _{n \rightarrow \infty}\left[m_{r}(n)\right]^{1 / n}$ would follow if one proves that $\liminf _{n \rightarrow \infty}\left[m_{p_{n}, q_{n}}\right]^{1 / n} \geqslant Q(r)$. To show this, fix a large integer $N$, assume that $p_{n}+q_{n}=n$ and that $\left[q_{n} / p_{n}\right] \rightarrow r$ and $\left[q_{n} / p_{n}\right]>r$ as $n \rightarrow \infty$, where $\left(p_{n}, q_{n}\right)$ are relative primes. Define the positive integers

$$
\begin{equation*}
a_{n}=\left\lfloor\frac{p_{n}}{N}\right\rfloor \quad b_{n}=\left\lfloor\frac{q_{n}}{N}\right\rfloor \tag{60}
\end{equation*}
$$

so that $p_{n}=N a_{n}+v_{n}$ and $q_{n}=N b_{n}+u_{n}$ where $0 \leqslant v_{n}<a_{n}$ and $0 \leqslant u_{n}<b_{n}$.
Next, define the rectangle $R(a, b ; c, d)$ to be that rectangle in the square lattice defined by its left-most bottom-most vertex ( $a, b$ ) and by its right-most top-most vertex $(c, d)$. Consider the sequence of $M$ rectangles,

$$
\begin{equation*}
R\left((m-1) a_{n}, m b_{n}+1 ; m a_{n},(m+1) b_{n}+1\right) \quad \text { for } \quad m=1,2, \ldots, M \tag{61}
\end{equation*}
$$

of dimensions $a_{n} \times b_{n}$ and disjoint with the line $Y=\left(q_{n} / p_{n}\right) X$ and thus with $Y=r X$. This is illustrated in figure $15 . M$ is determined by requiring both $(M+1) b_{n}+1 \leqslant q_{n}$ and $(M+1) a_{n}+1 \leqslant p_{n}$. That is, $M$ is the largest integer such that $M \leqslant\left(p_{n}-1\right) / a_{n}-1$ and $M \leqslant\left(q_{n}-1\right) / b_{n}-1$. In other words, $M \geqslant \min \left\{\left(p_{n}-1\right) / a_{n}-2,\left(q_{n}-1\right) / b_{n}-2\right\}$ and so $\lim _{n \rightarrow \infty}[M / N]=1$.

The number of paths crossing this sequence of rectangles is at least $\left[Q\left(a_{n}, b_{n}\right)\right]^{M}$, and moreover by construction these paths are disjoint with the line $Y=r X$. One may add edges from the origin to $\left(0, b_{n}\right)$ and from $\left(M a_{n},(M+1) b_{n}+1\right)$ to $\left(p_{n}, q_{n}\right)$ to find a path from the origin to $\left(p_{n}, q_{n}\right)$ above the line $Y=r X$. Since these paths have span $n=p_{n}+q_{n}$, they are also counted by $m_{r}(n)$. This gives the desired lower bound

$$
\begin{equation*}
m_{r}(n) \geqslant\left[Q\left(a_{n}, b_{n}\right)\right]^{M}, \tag{62}
\end{equation*}
$$

where $a_{n}$ and $b_{n}$ are defined in equation (60). This result is enough to prove


Figure 15. Paths of span $n=p_{n}+q_{n}$ can be constructed by concatenating paths crossing $M$ rectangles of dimensions $a_{n} \times b_{n}$ where $a_{n}=\left\lfloor p_{n} / N\right\rfloor$ and $b_{n}=\left\lfloor q_{n} / N\right\rfloor$. By adding edges to join the path with the origin and with the point $\left(p_{n}, q_{n}\right)$ the final path has span $p_{n}+q_{n}$. Since $\left[q_{n} / p_{n}\right]>r$, the path is also counted by $m_{n}(r)$. This gives the inequality in equation (62).

Lemma 6.5. Let $\left\langle q_{n} / p_{n}\right\rangle$ be a sequence of rational numbers with $\left(p_{n}, q_{n}\right)$ a pair of relative prime and positive integers. Suppose, moreover, that $\left[q_{n} / p_{n}\right] \rightarrow r$ and $\left[q_{n} / p_{n}\right]>r$, where $r>1$ is an irrational number and that $p_{n}+q_{n}=n$ for each $n$. Then,

$$
\liminf _{n \rightarrow \infty}\left[m_{r}(n)\right]^{1 / n} \geqslant Q(r)
$$

where $Q(r)$ is defined in lemma 6.1.
Proof. Fix the values of $a_{n}$ and $b_{n}$ in equation (60) and take the power $1 / n$ in equation (62). This shows that

$$
\left[m_{r}(n)\right]^{1 / n} \geqslant\left[Q\left(a_{n}, b_{n}\right)\right]^{M /\left(N\left(a_{n}+b_{n}\right)+v_{n}+u_{n}\right)}
$$

where $p_{n}=N b_{n}+v_{n}$ and $q_{n}=N a_{n}+u_{n}$. Take the lim inf on the left-hand side by taking $n \rightarrow \infty$ while keeping $a_{n}$ and $b_{n}$ fixed. Then $N \rightarrow \infty$ and $M \rightarrow \infty$ while $\left[q_{n} / p_{n}\right] \rightarrow r$ and $[M / N] \rightarrow 1$. Hence,

$$
\liminf _{n \rightarrow \infty}\left[m_{r}(n)\right]^{1 / n} \geqslant\left[Q\left(a_{n}, b_{n}\right)\right]^{1 /\left(a_{n}+b_{n}\right)}
$$

Take $n \rightarrow \infty$ on the right-hand side. Since $\left[a_{n} / b_{n}\right] \rightarrow r$, the right-hand side approaches $Q(r)$, by lemma 6.1.

The corollary of lemmas $6.3,6.4$ and 6.5 is
Theorem 6.6. Suppose $r>1$. Then,

$$
\lim _{n \rightarrow \infty}\left[m_{r}(n)\right]^{1 / n}=Q(r) \quad \text { for any } \quad r>1
$$

Also observe that the paths constructed in figure 15 and leading to the inequality in equation (62) ends in the vertex $\left(p_{n}, q_{n}\right)$. Choose $p_{n}=\lfloor n / 2\rfloor$ and $q_{n}=\lceil n / 2\rceil$, then $a_{n} / b_{n} \rightarrow 1$ in the proof of lemma 6.5. This shows that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left[m_{\lfloor n / 2\rfloor,\lceil n / 2\rceil}\right]^{1 / n} \geqslant Q(1) \tag{63}
\end{equation*}
$$

with the result that lemma 6.2 has corollary
Corollary 6.7. Suppose that $r \in(0,1)$. Then,

$$
\lim _{n \rightarrow \infty}\left[m_{r}(n)\right]^{1 / n}=Q(1)
$$



Figure 16. The magnitude of forces in $r$-Motzkin paths as a function of $r$. The curve goes through a maximum at $r=2.0491 \ldots$ where the force is $0.10704 \ldots$.

Taken together, the last two corollaries determine the limit $\lim _{n \rightarrow \infty}\left[m_{r}(n)\right]^{1 / n}$ for all positive irrational numbers. It can be extended to non-negative real numbers by defining $\lim _{n \rightarrow \infty}\left[m_{q / p}(n)\right]^{1 / n}=\lim _{i \rightarrow \infty} Q\left(r_{i}\right)$ where $\left\langle r_{i}\right\rangle$ is a sequence of irrational numbers converging to $q / p$. In that case, the limit is equal to $Q(1)$ for any real number in $[0,1]$ and equal to $Q(r)$ for any real number $r>1$. Thus,

$$
\lim _{n \rightarrow \infty}\left[m_{r}(n)\right]^{1 / n}= \begin{cases}Q(1)=1+\sqrt{2}, & \text { if } \quad r \in(0,1)  \tag{64}\\ Q(r), & \text { if } \quad r>1,\end{cases}
$$

and it is a continuous and differentiable function of $r$.

### 6.4. Forces in NE-oriented paths

The generating function $h_{r}$ in equation (51) corresponds to a model of NE-oriented paths in an $r$-wedge formed by the $Y$-axis and the line $Y=r X$. The radius of convergence in the $t$-plane can be determined from equation (64):

$$
t_{r}=\lim _{n \rightarrow \infty}\left[m_{r}(n)\right]^{-1 / n}= \begin{cases}\frac{1}{1+\sqrt{2}}, & \text { if } 0 \leqslant r \leqslant 1  \tag{65}\\ {[Q(r)]^{-1},} & \text { if } \quad r>1\end{cases}
$$

The limiting free energy can now be explicitly computed in this model from equation (65): with $Q(r)$ as defined in lemma 6.1,

$$
\mathcal{F}(r)= \begin{cases}\log (1+\sqrt{2}), & \text { if } \quad 0 \leqslant r \leqslant 1,  \tag{66}\\ \log Q(r), & \text { if } \quad r>1\end{cases}
$$

The net entropic force in the vertical direction along the line $X=1$ in figure 5 due to this free energy is the derivative of $\mathcal{F}(r)$ to $r$. This force is applied by the path on the line $Y=r X$ at the point $(1, r)$ in the negative $Y$-direction, forcing the wedge open, and its magnitude is plotted in figure 16.

For small $r \in[0,1]$, the net force is identically zero, but for $r>1$ the magnitude of the force is given by an explicit function of $r$. It also goes through a maximum at


Figure 17. The magnitude of forces in $r$-Motzkin paths as a function of vertex angle $\alpha$ of the $r$-wedge. The curve goes to zero at $\pi / 4$ and diverges logarithmically as $\alpha \rightarrow 0^{+}$.
$r=2.0491 \ldots$ where its magnitude is $0.10704 \ldots$ One may expand the magnitude of the force asymptotically, this gives

$$
\begin{equation*}
F(r)=\frac{\log (2 r)}{r^{2}}-\frac{1+2 \log (2 r)}{r^{3}}+O\left(\frac{\log (r)}{r^{4}}\right) \tag{67}
\end{equation*}
$$

Comparison with equation (49) shows that this only differs by a factor $1 / 2$ in the second term; this is the only effect of weighing NE-oriented edges by $t^{2}$ (as opposed by $t$ ) in this model.

The force may also be examined as a function of the vertex angle of the wedge-in this case it is directed along the normal to the line $Y=r X$ at a distance of 1 from the origin (it is the moment of the force around the origin). In figure 17, this dependence is plotted and the moment of the force diverges as a logarithm of the angle as the wedge is squeezed closed:

$$
\begin{equation*}
F(\alpha)=\log (2 / \alpha)-\alpha(1+2 \log (2 / \alpha))+O\left(\alpha^{2} \log (2 / \alpha)\right) \quad \text { as } \quad \alpha \rightarrow 0^{+} \tag{68}
\end{equation*}
$$

This result differs from equation (50) only by a factor of 2 in the subleading term. By integrating $F(r)$ the total work performed as the wedge is squeezed closed from a vertex angle larger than $\pi / 4$ is obtained. The result is $0.8813735 \ldots$ units of work.

## 7. Conclusions

In this paper, the forces and the moments of forces, exerted by an NE-oriented path confined to a wedge on the boundary of the wedge, were determined. This model is adapted from Motzkin paths, and NE-oriented paths in a wedge geometry may be considered a natural generalization of Motzkin paths.

Motzkin paths were briefly reviewed in section 2 and generalized to $q$-Motzkin paths in $q$-wedges, where $q$ is a natural number, in section 3. In particular, I showed that the generating function of $q$-Motzkin paths, $g_{q}$, satisfies a $(q+1)$-degree polynomial with coefficients which are monomials in $t$. While a complete solution is possible for small values of $q$ (the solution for $q=2$ is given in section 3.1), a general solution apparently cannot be written in closed form. However, some progress can be made by examining $g_{q}$ at its radius of convergence, $t_{q}$. In particular, the value of $g_{q}$ at $t_{q}, g^{*}=g_{q}\left(t_{q}\right)$ satisfies a $(q+1)$-degree polynomial

$$
\begin{equation*}
\left((q-1) g^{*}-q\right)^{q}+\left(1+q\left(1-g^{*}\right)\right)^{q+1}=0 \tag{69}
\end{equation*}
$$

and one may determine an accurate asymptotic approximation for $g^{*}$ :

$$
\begin{equation*}
g^{*}=g_{q}\left(t_{q}\right) \approx 2-\sqrt{1-2 / q} \tag{70}
\end{equation*}
$$

The natural generalization of these models is to a model of NE-oriented paths confined in an $r$-wedge formed by the $Y$-axis and the line $Y=r X$, where $r>0$ is irrational. The generating function is given by $g_{r}$ in equation (6), and the paths are weighed by their length (defined as the total number of steps). In other words, $t$ is the edge-generating variable in this model. In section 4, a lengthy construction resulting in corollary 4.6 determines the radius of convergence $t_{r}$ of $g_{r}$. While this does not give an explicit expression for $t_{r}$, it nevertheless defines $t_{r}$ in terms of the infimum of a function differentiable in a suitable subset of the real line.

The forces of the NE-oriented paths on the line $Y=r X$ are examined in section 5. The main result is lemma 5.1, and $t_{r}$ can be determined by finding the roots of $(r(1-y)-$ $y)^{r+1}-y(1-r(1-y))^{r}$ numerically. This is done in section 5.2, and the force and the moment of the force around the origin are plotted in figures 12 and 13. In section 5.1, the asymptotic behaviour of the force and its moment are determined, these are given in equations (49) and (50).

While the model in section 5 cannot be solved in closed form, a small change gives a model which can be solved in closed form. In section 6, NE-oriented paths in $r$-wedges are weighed by their span in the generating function $h_{r}$, where $t$ is now the span-generating variable. The radius of convergence is given by $t_{r}$ in equation (65), where $Q(r)$ is the explicit function defined in lemma 6.1. It is possible in principle to compute explicit expressions for the force and the moment of the force in this model.

In section 6.4 the asymptotic expansion of the force in this model is given in equation (67) and of the moment of the force in equation (68). The leading terms of these asymptotic formulae are the same as those of the first model and the subleading terms only differ by a factor of 2 . Thus, the change in the model did not alter the leading term in the asymptotic expansions, and to leading order one may claim that for values of $r>1$ and $\alpha \leqslant \pi / 4$,

$$
\begin{equation*}
F(r) \sim \log (2 r) / r^{2} \quad \text { and } \quad F(\alpha) \sim \log (2 / \alpha) \tag{71}
\end{equation*}
$$

for the force and its moment in both models examined in this paper. These results coincide with the leading asymptotic terms in forces in a Dyck path model in an $r$-wedge [15], where it is shown that $F(r)=[\log r] /\left(1+r^{2}\right)$ if $r>1$ and $F(\alpha) \sim \log (1 / \alpha)$ for $\alpha \leqslant \pi / 4$. In other words, the leading behaviour of $[\log (2 r)] / r^{2}$ and the logarithmic divergence as $\alpha \rightarrow 0^{+}$ appear robust in these models, and should be expected in other similarly defined models of directed paths and perhaps also even in models of partially directed paths in $r$-wedges.
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